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as in Experiment 1. Listeners were required to make two 
alternative forced choices (2AFC) to report the percep-
tion of a given Ternus display: element motion (auditory 
apparent motion from sound A to B to C) or group motion 
(auditory apparent motion from sound ‘AB’ to ‘BC’). The 
results indicate that the perceptual grouping of short audi-
tory sequences (materialized by the perceptual decisions of 
the auditory Ternus display) was modulated by temporal 
and spectral cues, with the latter contributing more to seg-
regating auditory events. Spatial layout plays a less role in 
perceptual organization. These results could be accounted 
for by the ‘peripheral channeling’ theory.

Keywords Perceptual organization · Temporal cues · 
Frequency · Auditory · Ternus display

Introduction

Perceptual organization has a strong effect on how we 
hear the world (Cusack and Carlyon 2004). In natural and 
complicated acoustic scenes, we often hear sounds ema-
nating from various sources. However, we have the abil-
ity to readily attend and identify both a specific, simple 
auditory object and more sophisticated auditory streams. 
This is accomplished with minimum interference from 
any background distracter auditory inputs. The process 
of separating a target auditory event or auditory stream 
from these distracters was first understood as the ‘cock-
tail party problem’ (Cherry 1953). Afterward, this phe-
nomenon spawned extensive studies (Cooper and Roberts 
2007; Denham and Winkler 2006; Takegata et al. 2005; 
Yabe et al. 2001).

The ‘cocktail party problem’ has been most commonly 
investigated through the use of complex auditory scenarios 

Abstract Previous studies using auditory sequences 
with rapid repetition of tones revealed that spatiotemporal 
cues and spectral cues are important cues used to fuse or 
segregate sound streams. However, the perceptual group-
ing was partially driven by the cognitive processing of the 
periodicity cues of the long sequence. Here, we investigate 
whether perceptual groupings (spatiotemporal grouping 
vs. frequency grouping) could also be applicable to short 
auditory sequences, where auditory perceptual organization 
is mainly subserved by lower levels of perceptual process-
ing. To find the answer to that question, we conducted two 
experiments using an auditory Ternus display. The display 
was composed of three speakers (A, B and C), with each 
speaker consecutively emitting one sound consisting of two 
frames (AB and BC). Experiment 1 manipulated both spa-
tial and temporal factors. We implemented three ‘within-
frame intervals’ (WFIs, or intervals between A and B, and 
between B and C), seven ‘inter-frame intervals’ (IFIs, or 
intervals between AB and BC) and two different speaker 
layouts (inter-distance of speakers: near or far). Experiment 
2 manipulated the differentiations of frequencies between 
two auditory frames, in addition to the spatiotemporal cues 
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and perceptually uncertain auditory stimuli (Cusack 2005; 
Pressnitzer and Hupé 2006; Szalárdy et al. 2013). Simi-
lar to the processes related to vision, there are common 
principles of perceptual organization within the auditory 
domain. The different perceptions of auditory bi-stabil-
ity were mutually exclusive. Each perception features its 
own randomized duration distribution (Kondo et al. 2012; 
Pressnitzer and Hupé 2006). Among the many different 
types of stimulus presentations, the ‘ABA—stimulus para-
digm’ has been one of the most popular paradigms used 
in the study of auditory scene analysis (ASA) (Bregman 
and Campbell 1971; Bregman 1990; Füllgrabe and Moore 
2012). In this paradigm, a sequence of alternating tones 
can be perceived as either one coherent stream or two sep-
arate streams, due to differences in the features (temporal 
and spectral) between the A and B sounds. For example, 
when sequences had slow tone rates and/or small pitch dif-
ferences, participants heard the sequence as one perceptual 
object or a single auditory stream—a single tone rising 
and falling over time. When the sequence was faster or the 
pitch gap was widened, participants heard the sequence 
as two streams, i.e., one tone rising and falling within the 
high range and one tone doing the same within the low 
range (Bregman and Campbell 1971; Bregman 1990).

In an ABA paradigm, the task of sound segregation is 
related to the separation and perceptual binding of sound 
over a period of time. Based on extensive psychophysi-
cal research in humans, Bregman (1990) proposed a dis-
tinction between ‘primitive’ and ‘schema-based’ pro-
cesses in ASA. According to Bregman (1990), the former 
(primitive) is a data-driven phenomenon that consists of 
pre-attentive auditory processes that are both automatic 
and obligatory. In these ‘primitive’ processes, different 
acoustic attributes (such as frequency separation, pitch 
timbre and spatial location) are important cues in ASA 
(McCabe and Denham 1997), which all combine to trig-
ger a bottom-up process. Among these cues, spatial loca-
tion was thought to play a secondary role in the formation 
of the auditory streams (Darwin and Carlyon 1995; Oxen-
ham 2000). Temporal coherence (the inter-tone interval, 
onset time of the auditory sequence) has the potential to 
facilitate one coherent auditory stream (Bee and Klump 
2005; Fishman et al. 2001; Shamma et al. 2011). Spec-
tral or tonotopic contrasts can also be used in stream 
segregation(Shamma and Micheyl 2010), in which fre-
quency-to-place mapping is used as a guiding anatomical 
and functional principle within the auditory system (Egg-
ermont 2001). The primitive process suggests that ASA 
plays an intrinsic role in the active and flexible perceptual 
exploration of the acoustic environment. It also holds that 
the perceptual decision toward the auditory stream can be 
very fast (Anstis and Saida 1985; Bregman 1990; Denham 
and Winkler 2006).

The schema-based scene analysis, on the other hand, 
refers to perceptual grouping processes that demand high-
level, cognitive input and are influenced by the listener’s 
attention and prior expectations based on previous learn-
ing (for instance, periodicity information as a higher level 
of knowledge). Hence, a schema-based analysis is a top-
down process (Bregman 1990). On a given trial, listeners 
initially perceive one stream, and only after several sec-
onds of buildup does the pattern of alternating tones split 
into two distinct streams (Anstis and Saida 1985; Bregman 
1978). Most studies concerned with the buildup of the per-
ceptual organization have one key assumption, i.e., that 
all sounds are considered to be part of one stream, with an 
initial default coherence point. The auditory system then 
segregates sounds into separate streams when enough evi-
dence has been accumulated by the auditory system over 
several seconds (Bregman 1990). The effect of buildup in 
long auditory sequences usually occurs at a later and less 
automatic stage of processing (Snyder et al. 2006). In an 
ABA paradigm, segregation of sounds is likely to begin 
in the auditory periphery and continue at least to the pri-
mary auditory cortex for simple cues such as pure-tone 
frequency, but at stages as high as the secondary auditory 
cortex for more complex cues such as periodicity pitch 
(Snyder and Alain 2007).

The unfolding of the long sequence provides a greater 
number of complex cues, such as periodicity information, 
and hence diminishes the effectiveness of directly testing 
whether perceptual organization is being driven more by 
bottom-up-related auditory features (largely immune from 
periodicity information and in the absence of higher-level 
attentional and cognitive inputs). Furthermore, in the ABA-
stimulus paradigm, whether a participant hears one stream 
or two streams is not simply a matter of the stimulus char-
acteristics and the amount of time that has passed since the 
beginning of the sequence.

Rather, streaming may be a dynamic process, by which 
representations for different perceptual solutions compete. 
During the presentation, each tone potentially serves to 
mask a subsequent tone and act as a signal tone following 
a preceding masking tone (Beauvois 1998; Beauvois and 
Meddis 1991, 1996; Fishman et al. 2001; Hartmann and 
Johnson 1991; McCabe and Denham 1997). This masking 
phenomenon poses a risk of blurring the boundary of audi-
tory stream segregation and makes it difficult to pinpoint 
a potentially early perceptual decision (‘voting’) toward 
the segregation of an auditory stream. Nevertheless, inves-
tigation of the automatic and quick nature of perceptual  
decisions about auditory objects is important. Stream seg-
regation takes time to occur, which may hamper adaptation 
in natural settings, in situations where the rapid parsing of 
sounds into streams could be an important prerequisite for 
survival. A better understanding of how the auditory system 
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chooses whether perception will consist of one stream or 
two streams will likely inform mechanisms of perception 
with implications for other sensory modalities, such as 
vision.

Simply stated, streaming can be classified as a bi-stable 
perceptual phenomenon, which implies that an important 
aspect of streaming, in addition to the segregation and 
build-up processes, is how the nervous system decides at 
any point in time what the perceptual experience of the lis-
tener is (i.e., ‘voting’). A design that uses a short auditory 
sequence, while at the same time maintaining the nature 
of perceptual uncertainty, could meet the experimental 
requirement of exploring the potentially rapid perceptual 
organization of auditory stimuli. To achieve this, in the cur-
rent study, we attempt to focus more upon initial primitive 
stream segregation processes by using ambiguous short 
auditory sequences (eliciting bi-stable perception) that pro-
vide little if any periodicity information. The ‘bi-stable’ 
perception was assumed to be automatic and less subject 
to volitional control (Winkler et al. 2006). To address the 
issue of auditory perceptual organization in a short auditory 
sequence, we have developed a new paradigm known as the 
auditory Ternus display. Using this paradigm, we have also 
examined the roles of spatiotemporal and spectral cues in 
terms of segregating sound events within a single unified 
design.

The auditory Ternus display is analogous to visual Ter-
nus display (Ternus 1926) (Fig. 1). In a typical Ternus 
display, apparent motion is produced by presenting two 
sequential visual frames. Here, each frame consists of two 
horizontal dots. When overlaid, the two frames share one 
common dot at the center. When the spatial configuration 
is fixed, observers typically report two distinct percep-
tions dependent on the inter-stimulus interval (ISI). These 
are known as ‘element motion’ (EM) and ‘group motion’ 
(GM). Short ISIs usually give rise to the perception of 
EM. In other words, the outer dots are perceived as mov-
ing, while the center dot appears to remain static or flash-
ing. In contrast, long ISIs give rise to the perception of 
GM. In other words, the two dots are perceived as moving 

together as a group (Kramer and Yantis 1997; Pantle and 
Picciano 1976; Pantle and Petersik 1980). Spatial group-
ing (i.e., within-frame grouping) and temporal grouping 
(i.e., across-frame grouping), facilitating GM and EM, 
respectively, have been the dominant theories underlying 
the mutually exclusive perception of Ternus motion (Aydın 
et al. 2011; He and Ooi 1999; Kramer and Yantis 1997; 
Petersik and Rice 2008; Scott-Samuel and Hess 2001; Wal-
lace and Scott-Samuel 2007). We took the visual elements 
for auditory units (‘white noise’ or ‘tone’), played by three 
speakers, with nearly the same configurations (except for 
minor temporal disparities in the within-frame elements, 
see “Methods”) to compose the auditory Ternus display.

Therefore, the auditory Ternus display can be viewed 
as a simplified demonstration shown through a presenta-
tion of a short sequence of tones. Here, characteristics such 
as inter-tone intervals and other spectral features, such as 
frequency differentiation, can be manipulated in order to 
investigate the roles of spatiotemporal and spectral cues in 
segregating sound events. Furthermore, the observations 
of perceptual groupings in an auditory Ternus display (if 
existing robustly) would extend the general governing laws 
of perceptual grouping, as shown in the visual and tactile 
Ternus displays (Chen et al. 2010; Harrar and Harris 2007).

Specifically, we conducted two experiments. Experiment 
1 examined the perception of auditory apparent motion as 
a function of the inter-frame interval (IFI). In addition, we 
varied the spatial distance of the speakers to examine the 
influence of spatial location. Experiment 2 investigated the 
role of auditory frequencies in modulating the perception 
of auditory Ternus motion.

Experiment 1

Experiment 1 was carried out mainly to inspect the role 
of temporal grouping in segregating sound events in short 
auditory sequences. Two sub-experiments were imple-
mented in Experiment 1: Experiment 1a (center-to-center 
distance for speakers 45 cm) and Experiment 1b (center-to-
center distance for speakers 25 cm), in which all the stim-
ulus configurations were identical, except for the spatial  
layout of the speakers. Hence, we can also observe the 
effect of the spatial location.

Methods

Participants

Fourteen undergraduate and graduate students (four 
females, aged between 20 and 30; average age 24.9 years) 
participated in Experiment 1a. Twelve undergraduate and 

(a) Space

Time

(b) Space

Time

Frame1

Frame2

Frame1

Frame2

Fig. 1  The Ternus display. Two possible motion perceptions: a EM 
for short ISIs with the middle disk perceived to remain static, while 
the outer disk is perceived as moving from one side to the other.  
b GM for long ISIs, with two disks perceived to be moving together 
as a group
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graduate students (four females, aged between 21 and 25; 
average age 23.1 years) participated in Experiment 1b. All 
participants reported having normal hearing and were naïve 
to the purposes of the study. The experiment was performed 
in compliance with all institutional guidelines set by the 
Academic Affairs Committee, Department of Psychology 
at Peking University.

Apparatus and Stimuli

Three hamburger mini-speakers (DK-601, diameter 3.6 cm)  
were placed horizontally on a desk (see Fig. 2a). The 
center-to-center distances between the speakers were set at 
45 cm in Experiment 1a and 25 cm in Experiment 1b. A 
monitor was placed behind the speakers. A normal PC—
interfaced with a sound card (RME Fireface UFX)—was 
used for all stimuli presentation, instruction presentation 
(with 17-inch CRT monitor) and data collection (by key-
press). The computer program used to control the experi-
ment was developed with Matlab (Mathworks Inc.) and the 
Psychophysics Toolbox (Brainard 1997; Pelli 1997). The 
test cabin was semi-anechoic. No light was present, except 
that which was emitted by the monitor. The viewing dis-
tance was set at 70 cm.

The auditory stimuli consisted of four sequentially pre-
sented, identical 50-ms burst of white noise (65 dB) to gener-
ate auditory apparent motion. The initial noise was provided  
by the first (flanker) speaker. The second and third noises 
were generated by the middle speaker. The fourth noise 
was emitted from the third (flanker) speaker. The first two 
and final two sounds were treated as two frames. The IFI 
was the interval between the offset of the second tone in 
the first frame and the onset of the first tone in the second 
frame (see Fig. 2b). The IFI was chosen between 50, 80, 
110, 140, 170, 200 and 230 ms on a trial-by-trial basis. 
This was similar to the settings in a visual or tactile display 
(Chen et al. 2010; Harrar and Harris 2007; Shi et al. 2010). 
A small, within-frame interval (WFI, 5, 10 and 20 ms) was 
manipulated to avoid participants’ hearing only one sound 
stemming from the middle position between the two speak-
ers, rather than two successive sounds, i.e., the precedence 
effect Litovsky et al. (1999). To prevent the abrupt onset 
and offset of the sounds, the auditory stream was preceded 
and followed by empty intervals of 50 ms, in addition to 
the 5-ms ramp time (Fig. 2).

Design and procedures

Prior to the experiment, participants were shown demon-
strations of EM (auditory apparent motion from sound A 
to B to C) and GM (auditory apparent motion from sound 
‘AB’ to ‘BC’) (with all three WFIs and the smallest and 
largest IFI conditions included). They then practiced by 

performing a series of trials. All participants reported 
clear discriminations between EM and GM with a correct 
response rate above 90 %. A 3 (WFI 5, 10 and 20 ms) × 7 
(IFI 50, 80, 110, 140, 170, 200 and 230 ms) block design 
was adopted. Each configuration was presented 40 times, 
with the directions of apparent motion (left or right) bal-
anced evenly across the 40 trials. Therefore, each experi-
ment had a total of 840 trials, all of which were divided 
into 10 blocks. A typical trial went as follows: Partici-
pants were instructed to keep their eyes on the monitor 
and pay attention to the auditory stimuli. The inter-trial 
interval (ITI) was randomly selected at between 500 and 
700 ms on a trial-by-trial basis. After the auditory stream 
(Fig. 2b) finished, with a random pause of 300–500 ms, 
participants were presented with a question mark, which 

Fig. 2  Experimental setup and temporal correspondence of motion 
streams used in Experiment 1 and Experiment 2. a Three speakers 
were placed horizontally with a center-to-center distance of 45 cm in 
Experiment 1a and 25 cm in Experiment 1b. Participants sat in front 
of the middle speaker with a viewing distance of 70 cm and were 
asked to judge their perception of auditory Ternus motion (‘EM’ or 
‘GM’). b Temporal correspondences of three sounds: here, sound 
A, B and C composed two auditory frames (‘AB’ and ‘BC’) with a 
within-frame interval (WFI, interval between A and B, and between 
B and C) of 5, 10 or 20 ms for Experiment 1, and 5 or 20 ms for 
Experiment 2. The inter-frame interval (IFI, the interval between the 
two frames ‘AB’ and ‘BC’) was selected from between 50–230 ms for 
Experiment 1 and 30–210 ms for Experiment 2. The frequencies used 
for the sounds in Experiment 2 were 800 Hz for a standard frame and 
820, 860 or 1,000 Hz for a comparative frame. The direction of the 
auditory motion (left or right) was randomized and counterbalanced
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was an indication that they should respond by making a 
choice (left or right keypress). Their choice would indicate 
whether they had perceived either element or GM. For half 
of the participants, a left key corresponded to ‘GM’ and a 
right key to ‘EM.’ The opposite setup was established for 
the other half of the participants (Fig. 3).

Results and discussion

For each condition, the transition threshold is the point at 
which EM and GM were reported with equal frequency. 
Transition threshold is also referred to as the point of sub-
jective equality (PSE), which is calculated by estimating 
the 50 % performance point on the fitted logistic func-
tion. The just noticeable difference (JND) is the differ-
ence between the two motion perceptions obtained from 
the psychometric curve by estimating the IFI difference 
between 50 and 75 % of the GM responses (Treutwein 
and Strasburger 1999). Figure 4 shows the average results 
from all participants in Experiment 1a. As summarized 
in Fig. 5, the PSE values were 136.0 (SE 4.8) ms, 133.4 
(SE 5.6) ms and 136.6 (SE 5.5) ms when WFIs of 5, 10 
and 20 ms, respectively, were applied in Experiment 1a. 
In Experiment 1b, the PSE values were 133.2 (SE 3.9) ms, 
128.8 (SE 2.8) ms and 129.8 (SE 3.6) ms under conditions 
using WFIs of 5, 10 and 20 ms, respectively. As shown in 
Fig. 6, the corresponding JNDs were 30.7(SE 3.3) ms, 32 
(SE 3.9) ms and 31.5 (SE 2.9) ms in Experiment 1a, and 
29.3 (SE 2.9) ms, 27.2 (SE 3.2) ms and 29.0 (SE 2.8) ms in 
Experiment 1b. A repeated-measures analysis of variance 

(ANOVA) of the estimated PSEs—with WFIs of 5, 10 and 
20 ms—as factors revealed the main effect of the WFI to 
be insignificant, F(2,26) = 0.378, p = 0.689 (Experi-
ment 1a), F(2,22) = 1.196, p = 0.321 (Experiment 1b).  

Fig. 3  Schematic illustration of the events presented on one trial 
in both Experiment 1 and Experiment 2. The auditory stimuli were 
composed of two sound frames (white noise or tone) separated by a 
within-frame interval (WFI) and an inter-frame interval (IFI). After 
the auditory stimuli, a question mark was presented to prompt partici-
pants to make a choice between two options (left or right keypress)

Fig. 4  The average psychometric curves for all participants under the 
three within-frame interval conditions in Experiment 1a: the curves 
represent the proportions of group motion responses as a function of 
the IFI between the two auditory frames. The solid curve shows the 
proportion of group motion for a 5-ms within-frame interval condi-
tion. The dash curve represents the proportion of group motion for a 
10-ms within-frame interval condition. The dash–dot curve illustrates 
the proportion of group motion for a 20-ms within-frame interval 
condition. The error bars represent the associated standard errors

Fig. 5  The mean PSEs for discriminating ‘EM’ and ‘GM’ under 
three within-frame intervals (5, 10 and 20 ms in Experiment 1) 
and two within-frame intervals (5 and 20 ms in Experiment 2): The 
black bars represent the PSEs for a within-frame interval of 5 ms. 
The dark gray bars represent a within-frame interval of 10 ms, 
and the light gray bars represent a within-frame interval of 20 ms. 
‘Small’ signifies two frames with a very small difference in fre-
quency (800 vs. 820 Hz). ‘Medium’ represents middle-level fre-
quency differences (800 vs. 860 Hz), and ‘large’ represents a larger 
frequency disparity (800 vs. 1,000 Hz). The error bars represent 
standard errors
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The ANOVA of the estimated JNDs, with WFIs of 5, 
10 and 20 ms, also revealed the main effect to be insig-
nificant—F(2,26) = 0.324, p = 0.726 (Experiment 1a), 
F(2,22) = 0.321, p = 0.729 (Experiment 1b).

A repeated-measures ANOVA toward the percentages 
of GM perception (using WFI and IFI as the two within-
participant independent factors) revealed a significant main 
effect of IFI in both Experiment 1a—F(6,78) = 230.875, 
p < 0.001 and Experiment 1b—F(6,66) = 500.326, 
p < 0.001. Nevertheless, no significant main effect for the 
WFI was observed—F(2,26) = 0.257, p = 0.775 (Experi-
ment 1a), F(2,22) = 1.148, p = 0.336 (Experiment 1b). Fur-
thermore, no significant effect on the interaction between 
the WFI and IFI was observed—F(12,156) = 0.387, 
p = 0.967 (Experiment 1a), F(2,26) = 1.362, p = 0.192 
(Experiment 1b).

We then performed a cross-experiment analysis to dis-
cover the effects of the spatial layout, if any. A Univari-
ate ANOVA was carried out for PSE with WFI and spatial 
layout (45 cm in Experiment 1a and 25 cm in Experi-
ment 1b) as dependent factors. Importantly, the analy-
sis results revealed no significant effect of spatial layout, 
F(1,72) = 1.557, p = 0.216. The effect of WFI was insig-
nificant, F(2,72) = 0.227, p = 0.759, and no significant 
interaction between spatial layout and WFI was found, 
F(2,78) = 0.091, p = 0.913. The cross-experiment analysis 
for JND likewise yielded no statistical differences.

The results showed that, similar to visual and tactile Ter-
nus, the perception of auditory Ternus motion was mainly 
modulated by the IFIs. The perception of ‘GM’ was domi-
nant under longer IFIs conditions. The distinction between 
‘EM’ and ‘GM’ in auditory Ternus was generally based on 
the principles of temporal grouping. Here, the longer IFIs 
made the temporal boundary of two auditory frames (‘AB’ 

and ‘BC’) distinctive. A longer IFI also enhanced the per-
ceived separation of the two grouped auditory events. This 
led to a dominant perception of GM. In a precedence effect 
(Hartung and Trahiotis 2001), the lagging sound might fuse 
to the leading sound when both are in short temporal sepa-
rations (less than 10 ms). Here, we adopted three within-
frame delays (WFIs of 5, 10 and 20 ms as brief gaps) and 
found that the WFI imposed no discernible influence on the 
participants’ ability to discriminate and perceive apparent 
motion. The spatial grouping within the current setting had 
no modulating effect on perceptual classification in short 
auditory sequences. In general, we managed to replicate the 
Ternus motion in the auditory domain by using similar IFI 
settings, as in both the visual and tactile domains.

Experiment 2

Experiment 2 was designed to investigate the role of 
spectral cues in separating sound events in a short audi-
tory sequence. The same auditory Ternus setting from 
Experiment 1a was employed in Experiment 2, except for 
the fact that the IFI range was set from between 30 and 
210 ms, because we observed near-ceiling effects when 
IFI = 230 ms (Experiment 1).

Methods

Participants

Thirteen undergraduate and graduate students (four 
females, aged between 19 and 29; average age 23.5 years) 
from Peking University participated in Experiment 2. All of 
them reported having normal hearing and were naïve to the 
purposes of the study.

Stimuli and procedure

The stimuli and experimental settings in Experiment 2 gen-
erally remained the same as in Experiment 1a. However, 
the following changes were made: The auditory stimuli was 
a white noise (as in Experiment 1) as a carrier, with the 
addition of pure tones with different frequencies, and the 
IFI range was set from 30 to 210 ms. Of the two auditory 
frames, one frame contained two tones with a standard fre-
quency of 800 Hz. The other frame consisted of a tone pair 
with comparative frequencies of 820, 860 and 1,000 Hz. 
The frequencies were selected in order to simulate the con-
ditions present when the peripheral tonotopic channels 
were (1) partly overlapped (800 vs. 820 Hz, difficult to sep-
arate two frames), (2) medially separated (800 vs. 860 Hz, 

Fig. 6  The mean JNDs for discriminating ‘EM’ and ‘GM’ under 
three within-frame intervals (5, 10 and 20 ms) in Experiment 1a 
and Experiment 1b, and two within-frame intervals (5 and 20 ms) 
in Experiment 2. The connotations of the labels are the same as in 
Fig. 5
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relative easy to separate the two frames) and (3) distinctly 
separated (800 vs. 1,000 Hz, easy to separate two frames).1

The amplitude of each tone was set according to the 
equal-loudness level. This was done because the WFI has 
little influence on the perception of apparent motion (as 
concluded from Experiment 1). Only two WFIs (5 and 
20 ms) were employed in Experiment 2, in order to reduce 
the number of trials. In addition, due to the fact that the 
vast majority of participants had made virtually 100 % 
GM judgments for long IFIs in the previous experiments, 
the range of IFIs was adjusted to from 30 to 210 ms, with 
increased step sizes of 30 ms.

A 2 (WFI) × 7 (IFI) × 3 (frequency separation: low, 
medium and high) block design was adopted. There were 
still 840 trials throughout the experiment, which were 
divided into 5 blocks. The presentation order of the stand-
ard frame (auditory pair of 800 Hz) and the comparative 
frame (auditory pair of 820, 860 and 1,000 Hz), and the 
directions of apparent motion (left or right) were fully ran-
domized and balanced. The participants received the same 
amount of practice as in Experiment 1, in order to assure a 
clear distinction between EM and GM. In the following for-
mal experiment, participants were asked to concentrate on 
discriminating their perceptions of apparent motion, rather 
than the pitch differences between the two frames. The data 
collection method was the same as in Experiment 1.

Results and discussion

A repeated-measures ANOVA toward the percentages 
of GM perception (using WFI and IFI as the two within-
participant independent factors) revealed a significant main 
effect of IFI, F(6,72) = 330.67, p < 0.001.

A 2 × 3 ANOVA was conducted with WFI (5 vs. 20 ms) 
and frequency separation (small vs. medium vs. large) as 
within-subject independent factors and PSE as dependent 
factor revealed nonsignificance of the main effect of WFI, 
F(1,12) = 0.249, p = 0.627. The effect of frequency separa-
tion was significant, F(2,24) = 13.378, p < 0.001. For both 
WFI conditions, Bonferroni-corrected comparisons showed 
that the PSE at a higher frequency (1,000 Hz) was lower 

1 In order to confirm that the frequencies selected justified our 
research purposes, we asked 10 participants to do a pitch discrimi-
nation task. Two frames of pure tones were presented, and the fre-
quencies of the reference frame were kept at 800 Hz, while the 
comparative frame had a frequency selected from 660, 700, 740, 
780, 820 Hz, 860, 900 and 940 Hz. ANOVA with the frequency as 
the single independent factor showed a significant frequency effect, 
F(2,16) = 20.201, p < 0.001. Bonferroni-corrected pairwise compari-
sons for 820, 860 and 940 Hz conditions confirmed that performance 
was better at 940 Hz (90.4 %) than at 860 Hz (83.8 %) (p < 0.05), 
better at 860 Hz (83.8 %) than at 820 Hz (74.3 %) (p < 0.01) and bet-
ter at 940 Hz (90.4 %) than at 820 Hz (74.3 %) (p < 0.01).

than the PSE at a lower frequency (820 Hz) (p < 0.05) 
and lower than the PSE at the medial frequency (860 Hz) 
(p < 0.01). However, the interaction between the WFI and 
frequency was insignificant, F(2,24) = 1.341, p = 0.280. 
Therefore, an obvious decrease in the PSE was observed 
in the frequency separation between two auditory frames. 
This was especially true under higher frequency conditions. 
However, the within-experimental analysis showed that 
the facilitation of separating the auditory events by using 
spectral cues was limited to only a certain frequency range 
(such as approximately 1,000 Hz in the current setting).

ANOVA toward JNDs with WFI, frequency separation as 
two within-subject independent factors, revealed the insig-
nificance of the main effect of the WFI, F(1,12) = 0.554, 
p = 0.471. The main effect of frequency separation was not 
significant, F(2,24) = 0.521, p = 0.600. The interaction 
of WFI and frequency separation was also not significant, 
F(2,24) = 0.736, p = 0.490.

Cross‑experimental analysis

We separate the data for 5 and 20 ms WFIs in Experiment 
2. We then performed a cross-experiment analysis. A Uni-
variate ANOVA was carried out for PSE with a WFI (5 and 
20 ms, the data for different frequencies were averaged in 
Experiment 2) and experiments (Experiment 1a and Exper-
iment 2) as dependent factors. The analysis revealed that 
the PSEs (mean 106 ± 3.6) in Experiment 2 were signifi-
cantly reduced compared to those (136.3 ± 3.5) in Experi-
ment 1a, F(1,54) = 36.44, p < 0.001. The averaged PSEs 
were 120.6 ± 3.5 (ms) for a 5 ms WFI and 121.8 ± 3.5 
(ms) for a 20 ms WFI, F(1,54) = 0.058, p = 0.811. The 
interaction between the WFI and experiments was insignifi-
cant, F(1,54) = 0.012, p = 0.911. Likewise, we performed 
a cross-experimental analysis of the JNDs. The main effect 
of WFI was not significant, F(2,24) = 0.119, p = 0.732. 
The main effect of experiment (Experiment 1a vs. Experi-
ment 2) was not significant, F(2,24) = 0.751, p = 0.390. 
The interaction between the WFI and experiments was 
insignificant, F(1,54) = 0.004, p = 0.950. Therefore, with 
the same temporal configurations, the larger separations 
of auditory frequencies led to a significant segregation of 
short auditory sequences, as observed with the more domi-
nant perception of ‘GM’ in the auditory Ternus display.

General discussion

A large body of research has detailed the fact that stimu-
lus factors assist in auditory grouping and auditory seg-
regation, i.e., ‘ASA’ (Bregman 1990). Auditory grouping 
occurs on the basis of frequency similarities and spectral 
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continuity (Bregman and Campbell 1971; Bregman 1990). 
Segregation is also aided when auditory objects differ in 
their spectral content or temporal structure, such as occurs 
with repetition rate (Perrott 1984; Stellmack 1994). Theo-
ries have been proposed to account for how temporal cues 
and spectral cues contribute to auditory streaming. An 
influential theory, known as the ‘Peripheral Channeling 
Hypothesis,’ suggests that streaming is primarily based on 
stimulus processing occurring in the auditory periphery 
(Beauvois and Meddis 1996; Hartmann and Johnson 1991; 
Van Noorden 1975).

The ‘peripheral channeling’ theory supposes that stream 
segregation happens when stimuli excite distinct—or not 
highly overlapped—cochlear filters or peripheral tono-
topic channels (Hartmann and Johnson 1991; van Noorden 
1975). Therefore, the theory contends that consecutive 
sounds will be perceptually grouped into a single stream 
when they activate these strongly overlapped, central audi-
tory neurons. However, separate streams will be perceived 
if they correspond to the separated tonotopic channels 
within the auditory system (Carlyon 2004), thus providing 
higher levels of the nervous system with clear evidence of 
clearly distinguishable sound sources (but see Vliegen and 
Oxenham 1999 and Grimault et al. 2002, the stream segre-
gation perception was elicited even with the same cochlear 
channels).

By using an auditory Ternus display, we replicated the 
visual Ternus-like apparent motion in the auditory domain. 
The auditory Ternus used here incorporates a simple and 
clear-cut perceptual decision task, which can be used to 
index stream segregation without the subject having to 
make any explicit judgments relating to their streaming 
perceptions. In the study, we illustrated the spatiotemporal 
cues and spectral cues used to separate auditory events. In 
Experiment 1a, the stimuli had no different spectral fea-
tures, except for the IFI between the elementary auditory 
stimuli. This provided a good starting point from which to 
test the role of temporal cues in auditory segregation and 
grouping. For temporal cues, the localization/perceptual 
grouping of sound was generally achieved by combining 
the information from the two ears in the form of inter-aural 
time differences (ITDs) and inter-aural level differences 
(ILDs) (Blauert 1997). With the symmetrical layout of 
the two flanker speakers (regardless of whether the inter-
distance was near or far), the ITDs should be equal in both 
‘near’ and ‘far’ conditions, and the spatial factor plays lit-
tle role in auditory grouping (Lakatos and Shepard 1997). 
Comparatively, the temporal distance (IFIs) between audi-
tory Ternus frames was more important in discerning the 
perception of apparent motion. The significant main effect 
of the IFIs was manifested in the role of temporal inter-
vals on the perception of auditory apparent motion. The 
larger IFIs gave rise to more observable separation between 

auditory events that led to the dominant perception of 
‘GM.’

Experiment 2 (with both temporal cues and spectral 
cues) revealed similar results in terms of the influence of 
IFIs. The longer the IFIs between two auditory frames, 
the more dominant the perception of ‘GM’ became. More 
importantly, cross-experimental analysis demonstrated 
the significant modulation effect of frequency cues. The 
PSEs were generally reduced through the introduction 
of frequency cues, and the trend was most obvious at 
higher frequencies. This modulation effect was probably  
due to differentiation in auditory critical bandwidth and 
frequency-to-place mapping.

Critical bandwidth is the frequency bandwidth of the 
auditory filter created by the cochlea. Here, a second tone 
will interfere with the perception of the first tone by means 
of auditory masking. This occurs when auditory frequen-
cies are of a similar range (Moore and Glasberg 1987). 
With the three comparative frequencies given (820, 860 and 
1,000 Hz), the critical bandwidth around 800 Hz (standard 
stimuli) was between 740 and 860 Hz (Fastl and Zwicker 
1999). This covered the lower and medium frequencies 
we selected for Experiment 2. In addition, evidence has 
now established frequency selectivity within the auditory 
periphery (Forrest and Formby, 1996; Hartmann and John-
son 1991; Heinz et al. 1996). When two marker frequencies 
(of the auditory Ternus frames) are the same, or even when 
they are very similar, the markers stimulate the same region 
of the cochlear partition. In turn, this leads to responses 
from the same auditory nerve fibers (and hence the  
corresponding ‘EM’). When the two markers have larger 
differences in their frequencies, they are separated in the 
cochlea, so that they maximally stimulate different places 
along the cochlear partition. This leads to different popula-
tions of auditory nerve fibers responding to each frequency, 
and hence to the corresponding ‘GM’ (Oxenham 2000; 
Vliegen et al. 1999).

The perceptions of GM and EM observed in auditory 
modality were also found in visual and tactile modalities 
(Chen et al. 2010; Harrar and Harris 2007; Shi et al. 2010). 
Previous studies have rigorously investigated the perceptual 
grouping between auditory and tactile modalities (Chen 
et al. 2011; Spence et al. 2007), auditory and visual modali-
ties (Sanabria et al. 2005a, 2005b; Shi et al. 2010), and vis-
ual and tactile modalities (Harrar and Harris 2007). They 
have suggested a supra-modal perceptual grouping among 
different sensory modalities. The current results strengthen 
this ‘supra-modal’ view of perceptual groupings.

It should be noted that the tone sequence used in the 
auditory Ternus display lasted less than one second. 
This is quite different from the classical alternating tone 
sequences, which are always repeated for several seconds 
or even for minutes, and the buildup of the strength of 
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stream segregation, which takes from 5 to10 s. The quick 
perceptual decisions for short tone sequences were seem-
ingly at odds with Bregman’s proposal that auditory scene 
analyses start at the same coherent position and are subse-
quently segregated into separate streams after a sufficient 
number of cues are collected. The current findings there-
fore suggest that bi-stable perception could be both an 
active exploration of the sensory environment and a funda-
mental aspect of sensory cognition, which supports flexible 
decision making (Kim et al. 2006). Considerable studies  
have been conducted to explore neural mechanisms’  
mediating of auditory stream segregation (Gutschalk et al. 
2005; Micheyl et al. 2007; Rauschecker 2005). Recent 
research has indicated an important role for both primary 
(A1) and non-primary auditory cortexes, and one study 
has suggested a role for the intra-parietal sulcus (Cusack 
2005). Using an ABA-stimulus paradigm, Cusack (2005) 
found that regions in the intra-parietal sulcus (IPS) showed 
greater activity when two streams were perceived rather 
than one stream. Indeed, the auditory system contains 
several subcortical nuclei, which are generally believed 
to establish basic feature encoding even before perceptual 
organization starts at the cortical level (Griffiths and War-
ren 2002; Nelken 2004). Using an ABA-stimulus para-
digm, Pressnitzer et al. (2008) found that ASA starts much 
earlier in the auditory pathways, by recording single units 
from one peripheral structure of the mammalian auditory 
brainstem, the cochlear nucleus. Peripheral responses 
were similar to cortical responses and displayed all of the 
functional properties required for streaming. During the 
presentation of long auditory sequences, adaptation in 
peripheral auditory neurons may also be influenced by the 
descending feedback from upper processing stages, includ-
ing the auditory cortex. However, at present, the explora-
tions of neural substrates that correspond to the roles of 
temporal and spectral cues (differential frequencies) and 
the temporal courses for perceptual grouping in short audi-
tory sequences are lacking and await future investigations. 
(Getzmann and Lewald 2012; Getzmann 2011; Hall et al. 
2002).
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